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Abstract: German tourist flows to Croatia 
represent a significant source of profit for the 
tourism sector. It is therefore crucial to analyze 
the determinants and the core patterns of the 
German tourism demand in Croatia. The paper 
aims to model international tourism demand in 
Croatia using the polynomial regression analy-
sis. The second degree polynomial model is esti-

mated in the attempt to model German tourist 
arrivals and German tourists’ overnight stays in 
Croatia in the period from 2003 to 2013.
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Introduction

Tourism is a significant source of profit 
for a wide range of activities in Croatia. 
According to the data obtained from the 
Croatian Bureau of Statistics for the first 
three months of 2013, the Croatian tourism 
sector registered an income of 306 million 
euros, which is 3.1% of the total Croatian 
GDP. It is well known that Croatia is pre-
dominantly an international tourist desti-
nation. In fact, according to the Croatian 
Ministry of Tourism in 2012 there were 62.7 
million of tourists’ overnight stays registered 
and among these 57.5 million were realized 
by foreign tourists. Since 2009 the number 
of foreign tourist nights has revealed a 
slightly upward trend with a growth rate of 
4.5%. Foreign tourists account for a total of 
85% of the total Croatian tourist activity. 
The German tourist flows to Croatia obvi-
ously represent a significant source of profit 
for the tourism sector. In fact, Germany has 
traditionally been one of the most important 
generators of tourist flows in Croatia. 

In 2013, most of the foreign tourists came 
from Germany and they realized 14.4 million 
of overnight stays, registering a growth rate 
of 3.5%. German tourists stayed in Croatia 
on average of 7.5 days and realized 24.2% of 
the total foreign tourists ‘overnight stays and 
17.9% of the total foreign tourist arrivals. In 
2013, there were a total 1.9 million of Ger-
man tourist arrivals in Croatia. Therefore, 
it is crucial to analyze the determinants and 
the core patterns of the German tourist de-
mand for Croatia. Such more comprehensive 
and detailed studies could be used in the for-
mulation of future macroeconomic develop-
ment strategies, pricing strategies and tour-
ism sector routing strategies in Croatia as a 
predominantly tourism- oriented country.

Data and methodology

According to Song, Witt and Li (2012), 
tourist arrivals is the most commonly used 



30 Turističko poslovanje

measure of international tourism demand, 
followed by tourist expenditure and tourists’ 
overnight stays. This study considers Ger-
man tourist arrivals and German tourists’ 
overnight stays as a measure of international 
tourism demand in Croatia from 2003 to 

2013. The data are provided on the annual 
base and were collected from the Croatian 
Central Bureau of Statistics. Figure 1shows 
the actual data used in the forecasting model 
building process.

Figure 1. German tourist arrivals and German tourists’  
overnight stays

a) German tourist arrivals (in 000) b) German tourists’ overnight stays (in 000)

The plots of both German tourist arrivals 
and German tourists’ overnight stays show a 
slight upward nonlinear trend. Therefore, in 
the attempt to model the empirical time-se-
ries the polynomial regression analysis will 
be applied Chu (2004) used a cubic polyno-
mial approach in predicting international 
tourism arrivals to Singapore and to forecast 
the volume of tourist arrivals from January 
1989 to July 1990. 

A polynomial regression is a special case 
of multiple regression, in which the rela-
tionship between the independent variable 
and the dependent variables is modelled as 
an nth order polynomial. It fits a nonlinear 
relationship between the observed variables, 
but as a statistical estimation problem it is 
linear, because the regression function is lin-
ear in the unknown regression parameters. 
The goal of regression analysis is to model 
the expected value of a dependent variable y 
in terms of the value of an independent vari-
able (or vector of independent variables) x. 
In general, the expected value of y as an nth 
order polynomial, yielding the general poly-
nomial regression model can be expressed as 
it follows:

y = β0 + β1x + β2x
2 + …+ βnx

n + ε (1)

Where n is some integer.

Polynomial regression is a particular 
form of a multiple linear regression. A poly-
nomial expression in (1) is an equation that 
is linear in parameters having an independ-
ent variable that is raised to a power includ-
ed in the model. When using polynomial re-
gression models, the classical assumptions 
for regression analysis should be applied. In 
order to obtain valid estimates of the param-
eters, the following assumptions have to be 
made (Song, Witt, Li, 2012):
−	 The expected value of the dependent 

variable depends on the values of the ex-
planatory variables and the unknown â 
parameters. This is equivalent to E(eit) = 
0.

−	 The sample variance of the dependent 
variable or the variance of the error term 
remains constant over time. If this as-
sumption does not hold, the model suf-
fers from the problem of heteroscedas-
ticity.

−	 Any two observations on the dependent 
variable or the residuals are not correlat-
ed. Violation of this assumption results 
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in a model with autocorrelated residu-
als.

−	 The values of the residuals are normally 
distributed about their mean: eit = N (0, 
σ2). 

−	 The values of the explanatory variables 
are known and there is no linear relation-
ship among the explanatory variables. If 
this condition is not true, the model suf-
fers from the problem of multicollinear-
ity. 

Modelling tourism demand in Croatia 
using a second-order polynomial 

regression

The evolution of the annual number of 
German tourist arrivals as well as German 
tourists’ overnight stays in Croatia in the 
period from 2003 to 2013, in dependence 
of time t(the independent variable x) can be 
approximated with a second-order polyno-
mial (quadratic) function as follows:

Y = β0 + β1x + β2x
2 + ε (2)

Where:
Y = the dependent variable
β0 = intercept constant
β1 = linear effect parameter
β2 = quadraticeffect parameter
X = time, explanatory variable
e = residual

The model in (2) is said to be hierarchi-
cal because it contains all terms of order two 
and one. Only hierarchical models are in-
variant under linear transformation.

Polynomial models can be useful in situ-
ations where curvilinear effects are present 
in the response function and in approximat-
ing functions to unknown and possible very 
complex nonlinear relationships. All lower 
order terms must be in the equation in or-
der for the polynomial function to be repre-
sented, but the statistical tests should focus on 
the second order term, as the highest term in 
the model. In essence, the tests are performed 
to establish whether the highest term in the 
model is significantly different from zero and 
thus whether the polynomial fits the data. 
There are also arguments from physics which 
suggest that first-degree and second-degree 
polynomials in t, which in fact are linear 
and quadratic time trends, are common in 
the natural wordsand therefore such trends 
might also arise in the social world. 

Results and discussion

The second-order polynomial regres-
sion model in (2) is fitted using the method 
of ordinary least squares and the estimated 
quadratic polynomial trend models for the 
number of German tourist arrivals (equa-
tion 3) as well as for the number of German 
tourists’ overnight stays (equation 4) are ob-
tained:

GTA = 1678,873 – 75,98811x + 8,793706x2

(61,99596)(23,74494) (1,927237)
t = 1 in 2003

unit for t = 1 year
 unit for Y = thousands of tourist arrivals (3)
R2adj = 0,83 σ = 56,45 RSS = 25,49 χ2

Auto (4) = 6,292 χ2
Norm (2) = 1,951

χ2
White (4) = 3,203 VIF =
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GTN = 11756,48 – 555,6769x + 72,95338x2

(323,5495)(123,922) (10,058)
t = 1 in 2003

unit for t = 1 year
 unit for Y = thousands of tourist arrivals (4)

R2adj = 0,947 σ = 294,62 RSS = 694388,2 χ2
Auto (4) = 8,25 χ2

Norm (2) = 0,038
χ2

White (4) = 3,68 VIF = 19,46

where
− GTA is the annual number of German 

tourist arrivals
− GTN is the annual number of German 

tourists’ overnight stays
− x is the predictor, time
− ó is the standard error of the regression
− RSS is the sum squared residuals
− χ2

Norm (2) is the Jarque-Bera normality test
−  χ2

Auto (4) is the Breusch-Godfrey LM test 
f or autocorrelation

− χ2
White (4) is the White test for hetero-

scedasticity
− VIF are the Variance Inflation Factors

The diagnostic statistics shows that all 
the coefficient of all dependent variables are 

significant at 5% level and have the correct 
sign.

In the attempt to investigate the per-
formance of the specified model some basic 
diagnostic statistics are performed. 

The residuals of both models are tested 
for normality. The residuals are assumed 
to follow the assumptions of a stationary 
univariated process. They should be white-
noise with constant mean and variance (εt ~ 
WN(0, σ2)).The normality test is performed 
using the Jarque-Berra test statistics, as a 
goodness-of-fit test of whether sample data 
have the skewness and kurtosis matching a 
normal distribution.

Figure 2. Residuals Testing – The Jarque-Berra Test

      a) German tourist arrivals b) German overnight stays

The computed JB-statistics are 1,950528 
for the quadratic polynomial model of Ger-
man tourist arrivals and 0,037779 for the 
quadratic polynomial model of German 
tourists’ overnight stays respectively, and are 
both smaller than the critical value of χ2 (2) 
= 5,99 and therefore the hypothesis of nor-

mally distributed residuals for both models 
can be accepted.

The presence of serial correlation is 
tested using the Breusch-Godfrey test, also 
known as the LM test for autocorrelation. 
The Lagranger Multiplier (LM) test is not 
limited to testing the presence of the first-
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order of autocorrelation and it is valid when 
there is present a lagged dependent variable. 
The usually used Durbin-Watson test is bi-
ased towards to 2 when a lagged dependent 
variable is included in the model as an ex-
planatory variable. The null hypothesis to be 
tested is that:

H0:ρ1 = ρ2 = … = ρp = 0

That is, there is no serial correlation of 
any order. The test results of the applied 
Breusch-Godfrey test are shown in the table 
below.

Table 1. The Breusch-Godfrey Test

a) German tourist arrivals 

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.336422     Prob. F(4,4) 0.3928
Obs*R-squared 6.291947     Prob. Chi-Square(4) 0.1784

b) German tourists’ overnight stays

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 3.001321     Prob. F(4,4) 0.1562
Obs*R-squared 8.250908     Prob. Chi-Square(4) 0.0828

The performed LM test on both models 
showed that the null hypothesis of no serial 
correlation up to order 4 can be accepted, in 
fact both calculated White statistics, 6,2 for 
the model of German tourist arrivals and 
8,25 for the model of German tourists’ over-
night stays respectively are smaller than the 
critical value of χ2 (4) = 9,48. 

To test the model for the presence of het-
eroscedasticity the White test is used. The 

White test for heteroscedasticity is the LM 
statistic for testing that all of the δj coeffi-
cients, except for the intercept, are zero. The 
White’s statistics has a χ2 distribution, with 
degrees of freedom equal to the number of 
regressors excluding the intercept. The re-
sults of the performed White test are shown 
in the table below. 

Table 2. The White Test

a) German tourist arrivals 

Heteroskedasticity Test: White

F-statistic 0.616302     Prob. F(4,6) 0.6672
Obs*R-squared 3.203381     Prob. Chi-Square(4) 0.5244
Scaled explained SS 1.622405     Prob. Chi-Square(4) 0.8048
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b) German tourists’ overnight stays

Heteroskedasticity Test: White

F-statistic 0.754552     Prob. F(4,6) 0.5902
Obs*R-squared 3.681474     Prob. Chi-Square(4) 0.4508
Scaled explained SS 1.702330     Prob. Chi-Square(4) 0.7903

The null hypothesis of no heteroscedas-
ticity can be accepted for both models as 
the calculated White statistics, 3,203381 and 
33,681474 respectively, are smaller than the 
critical value of χ2 (4) = 9,48.

The Variance Inflation Factors are used 
to test the estimated model for the presence 
of collinearity. The variance inflation factor 

estimates how much the variance of a coef-
ficient is “inflated” because of linear depend-
ence with other predictors. A general rule 
states that, if the VIF of a variable exceeds 
10, that variable is considered to be highly 
collinear. The minimum possible value of 
the VIF is 1. The testing results are presented 
in the tables below.

Table 3. The VIF

Variance Inflation Factors
Date: 10/25/14 Time: 13:46
Sample: 2003 2013
Included observations: 11

Coefficient Uncentered Centered
Variable Variance VIF VIF

C  3843.499  13.26667  NA
X  563.8222  89.52308  19.46154

X2  3.714244  46.58974  19.46154

As shown above, the calculated VIF val-
ues indicate that there is a collinearity prob-
lem between explanatory variables in the 
estimated model. As it is known, collinearity 
is a common problem in polynomial regres-
sions, where the predictors are usually high-

ly correlated. To reduce the problem of high 
collinearity between the predictors in both 
estimated models, independent variables 
are centred around the mean. After center-
ing, the correlation between the predictors 
is calculated. 
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Table 4. Correlation between predictors before and after centering

X X2

X  1.000000  0.973970
X2  0.973970  1.000000

the same dependent variables on the cen-
tered predictors z and z2. After centering the 
independent variables, i.e. x and x2, by sub-
tracting the variable’s mean the models are 
re-estimated and the results are the follow-
ing second-degree polynomials:

Z Z2

Z  1.000000  0.000000
Z2  0.000000  1.000000

The correlation between the predictors 
x and x2 is 0,97, while the correlation be-
tween z and z2 is 0,00 as shown in the table 
above. Moreover, the regression of the used 
dependent variables on the predictors x and 
x2 are virtually identical to the regression of 

GTA = 1539,517 + 29,53636z + 8,793706z2

(61,99596)(23,74494) (1,927237)
t = 1 in 2003

unit for t = 1 year
unit for Y = thousands of tourist arrivals (5)

R2adj = 0,83 σ = 56,45 RSS = 25,49 χ2
Auto (4) = 6,292 χ2

Norm (2) = 1,951 
χ2

White (4) = 3,203 VIF =1

GTN = 11048,74 + 3197636z + 72,95338z2

(323,5495)(123,922 (10,058)
t = 1 in 2003

unit for t = 1 year
unit for Y = thousands of tourist arrivals (6)

R2adj = 0,947 σ = 294,62 RSS = 694388,2 χ2
Auto (4) = 8,25 χ2

Norm (2) = 0,038
χ2

White (4) = 3,68 VIF = 1

where
−	 GTA is the annual number of German 
tourist arrivals
−	 GTN is the annual number of German 
tourist nights
−	 z is the centred predictor
−	 ó is the standard error of the regression
−	 RSS is the sum squared residuals
−	 χ2

Norm (2) is the Jarque-Bera normality test

−	 χ2
Auto (4) is the Breusch-Godfrey LM test f 

or autocorrelation
−	 χ2

White (4) is the White test for hetero-
scedasticity
−	 VIF are theVariance Inflation Factors

After centering, the Variance Inflation 
Facotrs are calucalted again. The results are 
listed below.
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Table 5. The VIF after centering the predicotrs

Variance Inflation Factors
Date: 10/25/14 Time: 
14:16
Sample: 2003 2013
Included observations: 11

Coefficient Uncentered Centered
Variable Variance VIF VIF

C  661.1354  2.282051  NA
Z  28.97110  1.000000  1.000000

Z2  3.714244  2.282051  1.000000

As shown above, the values of the VIF 
are 1 and there is no evidence of a signifi-
cant problem of collinearity. Moreover, the 
re-estimated model has the same predictive 
capability; all the re-performed perform-

ance tests showed that the models fit the 
data well.

As shown in Figure 3 the models fit the 
data reasonably well throughout the sample 
period.

Figure 3. Annual German tourist arrivals and tourists’ overnight stays  
in Croatia: fitted versus actual; Time bounds: 2003-2013

The models fit the general movement of 
the analysed series during the entire sample 

period. The forecasted results are presented 
in the table below.

Table 6. Forecasted results of the estimated models

German tourist  
arrivals

German tourists’  
overnight stays

R2adj 0,83 0,94
MAPE 2,4222 1,614
RMSE 48,142 251,249
Theil’U 0,014 0,011
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The forecast results are reasonably good; 
the predicted values, in fact, are quite close 
to the actual values.

Conclusion

Although there are other economic ac-
tivities, Croatia’s economy is largely based 
on tourism. International tourist flows in 
particular, represent a significant source 
of profit. Germany is among the most im-
portant generators of foreign tourist flows 
to Croatia. It is therefore crucial to analyze 
the determinants and the core patterns of 
German tourism demand in Croatia. The 
aim of this study was to establish an econo-
metric model in order to explain the core 
determinants of German tourism demand 
to Croatia. In literature, tourist arrivals and 
tourists overnights stays are the most com-
monly used measure of international tour-
ism demand. This study assumed that the 
data generating process of international 
tourism demand in Croatia can be approxi-
mated by a second degree polynomial re-
gression model. The paper investigated the 
applicability of using polynomial analysis in 
modelling tourism demand and a second-
degree polynomial regression model was 
established in order to explain the core de-
terminants of German tourism demand for 
Croatia. A polynomial regression is a special 
case of multiple regression, in which the re-
lationship between the independent variable 
and the dependent variables is modelled as 
an nth order polynomial. The paper assumed 
that the evolution of the annual number of 
German tourist arrivals as well as German 
tourists’ overnight stays in Croatia in the 
period from 2003 to 2013, in dependence of 
time t (the independent variable x) can be 
approximated with a second-order polyno-
mial. Therefore, two second degree polyno-
mial models were estimated in the attempt to 
model German tourist arrivals and German 
tourists’ overnight stays in Croatia in the pe-

riod from 2003 to 2013. The estimated coef-
ficients and all performed diagnostic statis-
tics showed that the specified models fit the 
classical assumptions and that the models 
pass all the usually used tests. The diagnostic 
statistics showed also, that the models fit the 
data reasonably well throughout the sample 
period and that the model performs well 
in modelling German tourists arrivals and 
German tourists’ overnight stays in Croatia 
in the period from 2003 to 2013. Thus, more 
comprehensive and detailed studies, could 
be used in formulation of future macroeco-
nomic development strategies, pricing strat-
egies and tourism sector routing strategies 
in Croatia, as a predominantly tourism ori-
ented country.
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